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Welcome! 



ExaNoDe 

 ExaNoDe develops key technologies for compute nodes 

leading towards a future Exascale capability comprising: 
 

 

 

 

 

 

 

 

 All combined in an integrated prototype. 

October 2019 Copyright © 2019 Members of the ExaNoDe Consortium 1 

System Architecture 

• ARMv8 

• Coherent island 

• Global Address Space 

 

 Energy efficiency 

 Scalability 

Silicon Integration 

• 3D Integration: 

• Chiplet 

• Active Interposer 

• Multi-Chip-Module:  

• FPGA, Memory 

 Design/manufacturing 

costs 

 Heterogeneity & 

Specialization 

Software 

• FW, OS 

• Virtualization 

• Programming models 

• Runtimes 

• Mini-apps 

 Scalability 

 Co-design 



ExaNoDe architectural approach 

 Coherent Island: 
 Many ARMv8 processors 

 Local coherent interconnect 

 Path to local memory 

 Path “to remote” memory locations 

 Path “from remote” compute units 
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Source: John Goodacre ς 5!¢9Ωмо 

 Compute Node: 
 Scale-out with “from” and 

“to” remote port 

connections to global 

network 

 
 Memory scheme: 

 Global Address Space 
with UNIMEM 

 

 

 

Compute Node 

Coherent island: 
ARMv8-A Cores 
L1, L2, Coherent 

Interconnect 

Coherent island: 
ARMv8-A Cores 
L1, L2, Coherent 

Interconnect 

Local & Coherent 
Address Space 

Local & Coherent 
Address Space 

Coherent island: 
ARMv8-A Cores 
L1, L2, Coherent 

Interconnect 

Local & Coherent 
Address Space 

Shared I/O 

Inter-device bridging 

Memory scheme principles: 
1. Each memory page can be cacheable to a single owner (coherent island) 

either locally or remotely, but not both. 
2. A processor (or DMA) can access any page in the system through the page 

ƻǿƴŜǊΩǎ ŎƻƘŜǊŜƴǘ ƛƴǘŜǊŎƻƴƴŜŎǘΦ 

Coherent island: 
ARMv8-A Cores 
L1, L2, Coherent 

Interconnect 

Local & Coherent 
Address Space 

to local mem. 

Multi -level Global Interconnect for coherent island communication 

from/to remote 

UNIMEM 

GAS 



Multi -Chip-Module 

Coherent 
island 

Coherent 
island 

Address 
Space 

Address 
Space 

Coherent 
island 

Address 
Space 

Shared I/O 

Coherent 
island 

Address 
Space 

Multi -level Global Interconnect 

Memory 
device 

Memory 
device 

Memory 
device 

Memory 
device 

I/O FPGA 

ExaNoDe integration approach 
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Chiplet Chiplet Chiplet Chiplet 

3D Active Silicon Interposer 

 Multi -chip-Module integration for 
bare dies 

 3D integration with an active silicon interposer and chiplets: 

Chiplet for 

coherent island 

Active interposer 

for global 

interconnect 



ExaNoDe SW 

 Mini-apps for co-design: 

 Select HPC applications that will be used to co-design the 

ExaNoDe architecture. 
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ExaNoDe Software Architecture 

 

 Software infrastructure: 

 Deploy a software ecosystem 

for the ARM-based Compute 

Node in conjunction with the 

UNIMEM system architecture. 

 

 Evaluation: 

 Analyse and compare the 

ExaNoDe architecture. 



Project Implementation 
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IMPLEMEN-
TATION 

CONSORTIUM 

Coordinator Start: October 1st, 2015 
Duration: 45 months 

PROTOTYPE 

Compute Node HW Prototype SW Stack 

8.6 Mϵ 



Operating System (Linux) 

Virtualisation (KVM) 

Runtime systems 
(MPI, GPI, OmpSs, OpenStream) 

   Power and thermal 

management 

Mini-apps 

Firmware 

U
N

IM
E

M
 

Multi-Chip-
Module 

Prototype 

T0 

ExaNoDe Prototype: Technologies 
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FP
G

A
 

ARM-v8 cores 

ExaNoDe core technologies portfolio 

Multi-Chip-Module 

3D Network-On-Chip 

Enhanced 2.5D interface 

Integration & Nanotechnologies 

FPGA 

Low Power Processors 

CNN accelerator 

Compute element & Accelerators 

Thermal and Power Management 

KKRnano 

BQCD 

HydroC 

Mini-apps 

MiniFE 

Atomic Service 

Packetizer and Virtualized MBOX 

UNIMEM 

Checkpointing 

UNIMEM 

Virtualization techniques 

OmpSs 

PGAS, GPI-2 

MPI 

Programing models 

OpenStream 



ExaNoDe Prototype: Multi-Chip-Module 
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                                   Multi -Chip-Module 

Compute FPGA 

Memory device Memory device 

Chiplet 

Compute FPGA 

Chiplet 

3D Active Silicon Interposer 3
D

-I
C
 



ExaNoDe Prototype: Daughter Board 

 ExaNoDe SW stack 

 

 

 

 ExaNoDe board with 

Multi-Chip-Modules, 3D 

Integrated Circuit and 

FPGA bare dies 
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Eco-system 
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Source: Iakovos Mavroidis 

Source: Isabelle Dor 

Source: Manolis Marazakis 

Acceleration 
with FPGA 

Interconnect, 
storage & 
cooling 

Compute 
node 

ARMv8, 
UNIMEM for 
micro-servers 

Access to early 

prototype, 

 

Rack-level 

testbed 
FPGA tool chain 

Compute node 

(HW & SW) 

MPI over 

UNIMEM 

FPGA tool chain 

Access to early 

prototype, 

app code 



www.exanode.eu 

European Exascale Processor & Memory Node Design 

Thank you! 


