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EᵪaNoDe as part of a global strategy 

focuses on 

acceleration 

Storage: fast, distributed in-node non-volatile memory 

Interconnect: low-latency, unified compute & storage traffic 

Packaging:  advanced, liquid-cooled 

App’s: real, scientific and datacenter 

Prototype: 1000+ ARM cores 

from EuroServer: ARM nodes with UNIMEM address space &  shared I/O 

from ExaNoDe: Chiplets, Si Interposer 

with ECOSCALE: Heterogeneous. ARM+FPGA’s 

European Exascale System Interconnect 

and Storage 

   Iceotope Ltd: 

Fully Immersed 

Cooling Technology 

redesigns the entreprise server:   
 

Lower cost through system integration 

Energy efficiency : low-power 64 bit 
processor and more efficient software 

Mutualization (sharing) of I/O resources 

Storage, 

Interconnect, 

Cooling 

Compute Node example with 4 coherent islands 
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AFFORDABILITY 

EVERYTHING CLOSE 

POWER EFFICIENCY 

EUROPEAN EXASCALE PROCESSOR MEMORY NODE DESIGN 

Future and Emerging Technologies (FET) 

TOWARDS EXASCALE HIGH PERFORMANCE COMPUTING 

INTEGRATION 

TECHNOLOGIES 
• Chiplet on active interposer 

integration 

• Multi-chip-Modules 

    ARCHITECTURE 
• ARMv8 processors 

• Scale-out architecture 

SOFTWARE STACK: 
• UNIMEM memory scheme 

• Virtualization 

• Deliver a compute node integrating core technologies 

consistent with the HPC system sizings and requirements 

for exascale computing. 

• Validate the ExaNoDe core technologies  as enablers for 

European exascale HPC in an appropriately balanced 

integrated PoC solution. 
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